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We employ a reaction diffusion equation with local dynamics specified by the Beeler-Reuter model to study
the meandering of spiral waves. With the appropriate choice for the conductances of sodium and calcium
channels, the trajectory of the tip of a spiral wave lies on a straight line. The phenomenon of annihilation or
reflection of a spiral at the boundaries of the domain is studied. This phenomenon is analyzed in terms of the
variable j, which controls the reactivation of the sodium channel in the Beeler-Reuter model. The results
presented can have potential applications in the study of cardiac arrhythmias by providing insight on the
interaction between spiral waves and obstacles in the heart.
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I. INTRODUCTION

An understanding of the propagation of waves in excit-
able media is a very important research area �1–4�. Particular
attention has been given to the study of spiral waves �1,4–7�.
A spiral wave is a self-sustained wave that rotates freely or
around some obstacle. In cardiology, it is thought that spiral
waves, which have been observed experimentally in isolated
cardiac tissue �8,9�, play an important role in cardiac arrhyth-
mius. A very important feature of spiral waves is the motion
of its tip �1,10�. For a particular set of parameters character-
izing the medium, the spiral tip executes different trajectories
which can be circular or more complicated patterns
�7,11,12�. This phenomena, referred to as spiral meandering
or compound rotation, was first noted by Winfree �13� and
has been studied with different kinetic models �1,5,7,14�.
The classic Fitzhugh-Nagumo �FHN� equation is a fre-
quently chosen model �7,11,15�. When meandering occurs,
the trajectory of the tip executes a flowerlike pattern �7,11�,
where the petals lie on a circle of radius R. When the petals
lie outside the circle, the trajectory resembles a curve called
a hypotrochoid, whereas when the petals lie inside the circle,
the trajectory resembles an epitrochoid. By considering dif-
ferent parameter values in a particular model with excitable
kinetics �5,11�, it is possible to take the limit R→�. In this
case, which we refer to as the limiting R� case with R�1,
the flower has almost an infinite radius, and the petals lie
essentially on a straight line. A second feature of the spiral
tip, called spiral wave drift, is the response of the spiral wave
to an external perturbation �16–18�. In the present work we
consider the effects of a boundary on the trajectory of the tip
of a spiral.

Spiral drift due to boundary effects has been considered
previously. It has been found experimentally �17� and studied
numerically �15,18,19�. Gómez-Gesteira et al. �17� consid-
ered the Belousov-Zhabotinsky reaction and found that the

boundary affected the trajectory of the spiral tip. The trajec-
tory moved along the boundary, whereas in other cases the
spiral was annihilated at the boundary �17�. Yermakova and
Pertsov �18� analyzed the effects of the boundary on the
trajectory of the spiral tip that followed a circular path. By
considering no flux boundary conditions, they showed that
the period of the spiral increases when the core of the spiral
is close to the boundary. They also showed that the center of
the circular trajectory drifted at constant speed along the
boundary giving as a result a trajectory resembling the shape
of a trochoid. However, the case when the trajectory of the
spiral tip meanders and traces a more complex pattern other
than a circle has not been considered. Osipov et al. �15�
studied a discrete excitable model based on FHN dynamics
with modifications to the medium properties and free bound-
ary conditions. They observed annihilation and reflection of
the spiral wave at the boundary �15�. Nikolaev et al. �19�
considered a FHN-type model on a circular domain and stud-
ied the boundary effects on the tip trajectory for spiral waves
subjected to an external periodic perturbation �19�. Finally,
analytical studies about the interaction of a spiral wave with
a boundary was presented by Aranson et al. �20� using a
Fitzhugh-Nagumo-type equation.

In the present paper, we consider the Beeler-Reuter �BR�
model �21� and study numerically the meandering of a spiral
wave and the boundary effects on the motion of the tip tra-
jectory. The BR ionic model is the simplest ionic model that
reproduces the action potential of myocardial tissue and is
widely used to model ventricular cells �5,22–24�. A detailed
discussion of the BR model and comparisons with other
ionic models have been presented elsewhere �25–27�. We
also carry out a detailed comparison of our simulations with
the BR and FHN models. In the simulations, we use no flux
boundary conditions and observe annihilation or reflection
due to the interaction of the spiral wave with a boundary.
Experiments in isolated cardiac tissue �8,9,28,29� have been
carried out to study the interaction of spiral waves with ob-
stacles and the boundaries of the tissue. Davidenko et al. �8�,
Pertsov et al. �9�, and Ikeda et al. �28� showed experimen-
tally annihilation of spiral waves at the boundary. Also, Ikeda
et al. �29� observed attachment of meandering spirals to an
obstacle of some minimum size. Therefore, the phenomena
of annihilation and reflection observed in the computer simu-
lations in the present paper suggest that spiral-boundary and
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spiral-obstacle interactions do not necessarily end in annihi-
lation at a boundary or attachment to an obstacle as observed
experimentally.

When the spiral meanders and is close to the boundary
�with no flux boundary conditions�, it is observed that the
trajectory can be annihilated or reflected at the boundary. In
the case where the trajectory is reflected, the angle of reflec-
tion is not necessarily equal to the angle of incidence. There-
fore, the main question we address here is to find the condi-
tions for which the spiral is annihilated at the boundary. In
order to analyze the effects of the boundary on a meandering
spiral, we focus attention on the degenerate R� limiting case.

The infinite radius regime is just a transition from the
outward petal to the inward petal flower tip trajectory and
therefore is not a generic behavior �11�. The analysis of the
R� case is considered due to its simplicity compared to the
case of finite R. Near the boundary, the behavior of the tip of
a spiral can be approximated by the R� case and the results
obtained for this limit may also provide an understanding for
the case when R is finite.

In Sec. II, we present the model equations used in the
numerical experiments and we also provide a description of
the numerical method employed in their solution. In Sec. III,
we present the results of numerical simulations for different
values of R, including the R� case. Some of the boundary
effects observed in compound rotation are shown for the R�

case in Sec. IV. In Sec. V, we present the phenomenon of
annihilation at a boundary as a function of the incident angle
of the trajectory obtained with the R� case. In Sec. VI, an
argument based on the reactivation variable j for the sodium
channels is discussed to explain the phenomenon of annihi-
lation and reflection of a spiral at a boundary. Due to the
complexity of the problem, we present a qualitative rational-
ization to explain why the probability of annihilation varies
with respect to the incident angle of the trajectory for the R�

case �Sec. VII�. Results with the FHN equations are pre-
sented in Sec. VII A. Finally, we present a summary of the
results and conclusions in Sec. VIII.

II. MEMBRANE MODELS AND NUMERICAL METHODS

Spiral wave dynamics in excitable media, particularly tra-
jectories of the spiral tip, have been extensively studied with
reaction diffusion partial differential equations �1,5,7� as well
as reduced ordinary differential equation models �11,30�. The
simplest model used is based on the Fitzhugh-Nagumo equa-
tions which have been discussed by different authors
�7,27,31,32�.

In this work we considered the BR kinetic model �21�,
which has more realistic dynamics than the FHN equations.
The BR model, which is based on the Hodgkin-Huxley for-
malism, consists of a set of eight coupled nonlinear ordinary
differential equations described in �21�. The transmembrane
potential V satisfies the equation

dV

dt
= −

1

Cm
�Iion − Iapp� , �1�

where Cm is the membrane capacitance, Iapp is a stimulus
current, and Iion corresponds to the sum of four ionic currents

Ik1
, Ix1

, INa, and ICa where their form is given by Eqs.
�A1�–�A4� in Appendix A. INa is the fast inward current and
is carried by sodium ions, whereas ICa is the slow inward
current and is carried by calcium ions. INa and ICa are voltage
and time dependent currents. Ik1

, Ix1
are the time independent

and time dependent outward currents, respectively, carried
mostly by potassium ions. Ix1

, INa, and ICa are controlled by
gate variables. Each of the six gate variables satisfies the
relationship given by Eq. �A6� in Appendix A. The BR
model also contains the equation that controls the intracellu-
lar calcium concentration of the cell and is given by Eq.
�A5�. The BR model is extended to spatiotemporal dynamics
by adding a diffusion term in the membrane potential equa-
tion �Eq. �1�� giving

�V

�t
= D�2V −

1

Cm
�Iion − Iapp� , �2�

where D=� /SvCm is the diffusion coefficient for the isotro-
pic case where � refers to the conductivity of the medium
and Sv is the ratio of cell surface area per unit of volume
�27,33�. For this work the values of D and Cm are
0.1 mm2 m s−1 and 1 �F cm−2, respectively �1,5�. The
present calculations were carried out over a square domain
�= �−L ,L�� �−L ,L�. The reaction diffusion equation, Eq.
�1�, is solved on this domain with zero flux boundary condi-
tions.

The numerical method used in this work is a variation of
the method considered by Yang and Shizgal �34� and in a
paper to be published �35�. In each dimension, the domain
was divided into Ni overlapping subdomains of the same
length. Each subdomain has Nch Chebyshev-Lobatto colloca-
tion points �34,35�. Each subdomain has two points in com-
mon with the neighboring subdomains so that the total num-
ber of collocation points is N= �Nch−1�Ni+2. Due to the
multiple spatial and temporal scales in the BR model, we
consider an operating splitting method �36–38� to separate
the diffusion from the reactive processes. For spatial discreti-
zation, which is considered in the diffusion process, we used
a nonuniform grid as defined with a multidomain method
based on Chebyshev collocation points �35,39�. In order to
solve the BR equations, we considered a procedure similar to
the operator splitting algorithm presented by Qu and
Garfinkel �37� with some minor differences. The calculations
for the reaction part were speeded up by dividing the domain
� into smaller squares � of size 30 points in each dimen-
sion. In each square �, we calculated the values ��2V /�x2�
and ��2V /�y2� and as soon as either of these values were
larger than 5 at some point �x* ,y*���, we defined the
whole square as a place where the front might be located. In
the same way, all the eight squared neighbors of � were
considered in the same way as the region � to assure correct
propagation of the wave front. We finally obtain two main
regions, one where the fast changes in time and space occur
and one with no fast changes. In the region where V changes
very slowly �second derivatives less than 5�, we solve the
dynamics as in �37�. Because V changes slowly, we consider
V as constant for a time step and solve Eq. �A6� for V with

respect to time analytically, by taking Ȳi and 	i constant for
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that interval of time. In order to calculate the 
’s and �’s in
Eqs. �A7� and �A8�, we proceed as in �5� where tabulated
values given by step function approximations of 
�V� and
��V� as a function of V are considered. In �, the region
where fast changes of V occur, we solve Eq. �A6� numeri-
cally with an explicit second order Runge-Kutta scheme with
a time step �t=0.01, four times smaller than in the region
with no fast changes. For the multidomain approach used in
this work �35,39�, we choose Ni=150 and Ni=180 subinter-
vals with Nch=5 points per subinterval, giving a total of N
=452 and N=542 points in each dimension, respectively. The
size of the domain is 2L�2L with L=40 mm. Convergence
to the solution for the one dimensional problem was obtained
with N=752 points. We chose N=452 for simulations carried
out for long time whereas N=542 was chosen to improve
accuracy for short time integrations. The computations were
carried on a Beowulf cluster using a single processor with an
internal clock speed of 3.06 GHz. The computational time
for the simulations considered in this work is calculated for
the time that a spiral traces a complete rotation. When N
=452, as considered for the computations in Sec. III, a com-
plete rotation takes about two hours to compute and repre-
sents about 110 ms of simulation time. For N=542, used in
Sec. IV and after, the same calculation takes almost four
hours to compute.

III. NUMERICAL RESULTS

Following the work by Efimov et al. �5�, we set the cal-
cium conductance to gS=0.03 mS cm−2 and varied gNa over a
range of values. We focus attention on the parameter value
gNa=2.38 mS cm−2 which give the R� case. With these pa-
rameters, the tip of the spiral wave meanders such that the
petals lie on a straight line. Even when the petals appear to

lie on a straight line, it is not possible to be certain that the
R� has been achieved. For practical purposes R�1 will be
considered as the R� case. In Fig. 1�A�, five trajectories are
shown for different initial conditions for an integration time
of t*�1.75 s. The initial conditions were constructed fol-
lowing the procedure given in Appendix B with tg=50 ms,
c1=30, c2=25, 
=0 and varying the parameter y0 from
−10 mm to −14 mm with increments of 1 mm. As a result,
the different initial conditions are a copy of each other trans-
lated horizontally by a distance of approximately 0.8 mm. In
Fig. 1�A�, all the trajectories hit the boundary and get re-
flected with the same angle for the first reflection but not the
second. This behavior is due to the fact that each trajectory is
a horizontal translation of the other. Therefore, the distance
from the initial position of the tip trajectory to the boundary
is exactly the same for all five trajectories. The time required
for all the trajectories to hit the boundary for the first time is
t=0.596 s. However, when the trajectories hit the boundary a
second time �Fig. 1�A��, the angles of reflection of each tra-
jectory are different. Each trajectory has to travel a different
distance from each other before hitting the boundary a sec-
ond time. The corresponding times when the tip trajectories
hit the boundary for the second time are t*
=1.0326,1.0376,1.0426,1.0476, and 1.0526 s, respectively.

Three of the trajectories shown in Fig. 1�A� are shown in
Figs. 1�B�–1�D� for longer integration times up to 5 s. The
initial position of the trajectory is marked with an asterisk. It
is clear that the solutions follow completely different paths
after the second reflection from the boundary. Moreover, in
Figs. 1�B� and 1�C� it is shown that the spiral tip annihilates
instead of being reflected at the boundary as shown by the
arrows at times t�3.62 and 3.22 s, respectively, ending the
spiral motion. By contrast, the trajectory shown in Fig. 1�D�,
which is shown for time up to t�4.3, remains inside the
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FIG. 1. Spiral tip trajectories with the BR
model with gNa=2.38 mS cm−2 and gS

=0.03 mS cm−2 for the limiting R� case. �A� Five
tip trajectories. Each trajectory is a small horizon-
tal translation of the others. ��B� and �D�� The
same trajectories as in �A� but for a longer inte-
gration time. The initial point of each trajectory is
marked with �*� and the end with ���. The filled
arrow indicates the place at which the trajectory
leaves the domain; x and y are in mm; N=452
points in each dimension.
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domain even for times as large as 5 s. The spiral tip in Fig.
1�D� was followed until the point indicated by a solid circle.
Notice also that in Figs. 1�B� and 1�C� the spiral tip hits the
boundary 5 times in both cases before they annihilate at the
boundary. The spiral tip in Fig. 1�D� gets reflected at the
boundary 6 times and still remains in the domain.

The phenomenon of reflection and annihilation at the
boundary also occurs for finite R, as shown in Fig. 2. In Fig.
2�A�, an outward petal flower pattern with R�30 mm is
shown, whereas in Fig. 2�B� an inward petal flower with R
�16 mm occurs. The radius R in these trajectories, which
start at the asterisk, was estimated from the semicircles
shown in bold. In order to obtain such trajectories the param-
eters in Eq. �2� are gs=0.03 mS cm−2 with gNa
=2.41 mS cm−2 and gNa=2.34 mS cm−2 for Figs. 2�A� and
2�B�, respectively. In both cases, the effect of reflection at the
boundary is observed until the fourth and the sixth time the
tip of the spiral hits the boundary where annihilation occurs.

IV. BOUNDARY EFFECTS ON THE ROTATION PERIOD
IN COMPOUND ROTATION

The study of compound rotation is much more complex
than simple rotation. For simple rotation, when the system
has no external perturbations, a trajectory far from the
boundary remains circular. However, when such a trajectory
is close enough to the boundary, drift occurs �18� and the

trajectory changes from a circle to a curve called a trochoid.
Annihilation of the spiral wave when its tip trajectory is
circular occurs when the tip trajectory is too close to the
boundary as described in �40�. Another phenomenon ob-
served in �18� is that the rotation period decreases when the
distance of the center of the circular trajectory to the bound-
ary is decreased.

We focus on the R� case to study the annihilation-
reflection phenomenon for compound rotation. By consider-
ing the R� case we remove the variable R as a parameter,
avoiding the possible complicated behaviors shown in Fig.
2�B�. Also, the trajectories obtained with the R� case can be
seen as a local linear approximation of a trajectory with finite
R when the spiral tip is about to interact with the boundary.
Therefore, studies with the R� case will provide information
about the annihilation-reflection properties for R finite. For
this analysis, we solve the standard BR equations �5� with
gNa=2.37 mS cm−2 and gS=0.03 mS cm−2. With these pa-
rameters we obtain a trajectory of the tip with R�1, which is
considered to be in the R� case.

Figure 3 shows the reflections of two linear spiral tip tra-
jectories from a boundary with different angles of incidence

i defined by the dashed line which is tangent to the petals of
each trajectory. For the R� case, we consider that the trajec-
tory tip has reflected from the boundary when there is a
change in the direction of the line on which the petals lie and
this direction is maintained for two or more spiral rotations.
The tip is considered to hit the boundary at the first point
along the trajectory that reaches a minimum distance with
the boundary �filled circle in Fig. 3�A��. A different type of
reflection is shown in Fig. 3�B�, where there are two posi-
tions along the tip trajectory at which the minimum is
reached �asterisk and filled circle�. In this case, we consider
the second point �filled circle� as the place where the tip hits
the boundary. The angle of incidence 
i plays an important
role in later discussions of reflection and annihilation of spi-
ral waves at a boundary.

Figure 4�A� shows one rotation of the spiral wave and the
tip trajectory starting from the solid circle �a� to the arrow.
This curve defines a unit of trajectory and consists of a petal
and an arc. The petal is the part with large curvature given by
the small loop whereas an arc is the part of the unit with
small curvature. The points marked a–d on the unit trajectory
are discussed in Sec. VI. The period of rotation for the cho-
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FIG. 2. Spiral tip trajectories with the BR model with gS

=0.03 mS cm−2 and �A� gNa=2.41 mS cm−2; �B� gNa

=2.34 mS cm−2. The initial point of the trajectory is marked with
�*� and the filled arrow indicates where the spiral gets annihilated.
For �A� y0=10 mm and tg=51.5 ms and for �B� y0=−10 mm and
tg=85 ms; x and y are in mm; N=452 points in each dimension.
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FIG. 3. The dashed line indicates the line on which the petals of
the tip trajectory lie and 
i is the incident angle. �A� The filled circle
is the place where the tip hits the boundary. �B� A special case of
reflection at the boundary. There are two points where a minimum
with the boundary is reached �asterisk and filled circle�. The filled
circle point is the one considered to be the point at which the tip hits
the boundary; gNa=2.37 mS cm−2, gS=0.03 mS cm−2; x and y are in
mm.
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sen parameters is 	0=120 ms and the arc length of the unit of
trajectory is L0=24.8 mm. The trajectories are thus taken to
be made up of consecutive unit trajectories. However, close
to the boundary, the shape, length, and period of rotation of a
unit of trajectory are not the same as for those units far from
the boundary as shown in Figs. 4�B�–4�D�. Figure 4�B� is for

i=60° and the unit of trajectory starting from the asterisk, is
conserved for the first two rotations of the spiral. The shape
is changed for the third unit of trajectory �bold� owing to the
reflection from the boundary. The unit of trajectory after re-
flection is shown with the dashed line in Fig. 4�B�. A similar
behavior is observed in Fig. 4�C� for 
i=140°. In Fig. 4�D�
with 
i=120°, the trajectory disappears at the boundary.

The first row of Table I gives the period of rotation 	0 and
the arc length L0 for the first two units of trajectory �starting
from the asterisk in Figs. 4�B�–4�D��, which are far from the
boundary. These parameters for the units of trajectory shown
in bold and a dashed line in Figs. 4�B� and 4�D� are reduced
from their values far from the boundary �second and third
rows in Table I�. The opposite effect is observed in Fig. 4�C�,
where 	0 and L0 for the units of trajectory in bold and a
dashed line have increased relative to the first two units far

from the boundary �Table I�. For Fig. 4�D� there is no dashed
unit as the tip trajectory disappears at the boundary. The
results in Fig. 4 and Table I illustrate the complexity of the
interaction of spiral waves with a boundary in terms of the
morphology of trajectory units.

V. ANNIHILATION AND REFLECTION AS A FUNCTION
OF THE INCIDENT ANGLE

In order to understand the factors that determine annihi-
lation and reflection of spiral waves, we consider a fixed
angle 
i with different initial conditions. A spiral tip trajec-
tory with a specific incident angle 
i can be constructed as
described in Appendix B. For the results that follow, we take
gNa=2.37 mS cm−2 and gS=0.03 mS cm−2, which we take as
the R� case. In order to obtain a trajectory with incident
angle 
i=120°, we choose initial conditions such that y0=0,
c1=75, c2=72, and 
=1.53. With this initial condition, we
find by trial and error the linear trajectories shown in Fig.
5�A�, with tg=105 ms and tg=150 ms, which have the same

i. In both cases the spiral tip disappears at the boundary.
The tip trajectories in Figs. 5 and 6 were constructed in this
way such that 
i=120° and 
i=70°, respectively.

The trajectory on the right in Fig. 5�A� is a horizontal
translation of the one at the left but with an extra petal. The
extra petal is due to the different values of tg for each of the
two trajectories. With tg=150 ms, the initial position �aster-
isk� of the tip trajectory is farther from the lower boundary
by a distance �v=8.78 mm, than the initial position �asterisk�
of the tip trajectory, with tg=105 ms. The quantity �v gives
the distance traveled by the tip in the vertical direction dur-
ing a complete rotation of the spiral wave. As a consequence,
an extra petal is observed for the trajectory on the right.
Since �v=� sin 
i, the wavelength � is the distance between
two petals that are far from the boundary. If a third tip tra-
jectory is generated with the same 
i but with the initial
position of the tip 2�v mm farther from the lower boundary
than the initial position of the tip trajectory with tg
=105 ms, this new trajectory will have two extra petals com-
pared to the trajectory obtained with tg=105 ms. This third
trajectory is found with tg=195 ms, and there is an apparent
periodicity in tg of 45 ms.

Two trajectories with initial positions separated by a ver-
tical distance �v such as in Fig. 5�A� exhibit the same behav-
ior when the corresponding spirals hit the boundary. There-
fore, the outcome of a spiral wave hitting the boundary is a

TABLE I. The total length L0 in millimeters, and period of
rotation 	0 in milliseconds of a unit of trajectory for three cases
shown in Figs. 4�B�–4�D�. Notice that for case D corresponding to
Fig. 4�D� as the trajectory was annihilated at the boundary.

B C D

L0 	0 L0 	0 L0 	0

First two 24.8 120 24.8 120 24.8 120

Bold 16.5 78 25.2 121.7 22.5 108.7

Dashed 22.4 110.4 26.6 133.14-8 -4 0 4 8
x
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FIG. 4. �A� A spiral tip trajectory unit far from the boundary. It
consists of a petal and an arc. Parameters as in Fig. 3. Spiral tip
trajectories for incident angles equal to �B� 
i=60°, �C� 140°, and
�D� 120°. The filled circle ��B�–�D�� indicates the place where the
tip hits the boundary. For �A� the range of values of the j variable
ahead of the propagating front next to the spiral tip, when one spiral
cycle unit is traced �a� j� �0.78,0.84�, �b� j� �0.84,0.9�, �c� j
� �0.9,0.95�, and �d� j� �0.95,0.99�; x and y are in mm.
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periodic function of the distance of the initial position of its
tip trajectory with respect to the boundary, and the period is
�v. In order to obtain trajectories such that the initial position
of their tip trajectory lie within the period �v, we take values
of tg� �105,150�. Different values of tg inside this interval
will give trajectories whose initial distance from the bound-
ary is different from each other. The distance of the initial
positions of the trajectories with tg=105 and tg=150 from the
boundary, will differ exactly by �v=8.8 mm. Therefore, all
the possible cases by which a spiral wave can hit the bound-
ary for 
i=120°, can be obtained by taking tg� �105,150�.
We thus study the phenomenon of reflection and annihilation
by choosing values of tg in the interval tg� �105,150� and
follow the fate of each spiral.

In Figs. 5�B�–5�D�, we show a limited number of tip tra-
jectories for spirals calculated with tg=122,129, and 136 ms,
respectively. In Figs. 5�B�–5�D�, the initial positions �aster-
isks� of the trajectories with tg=122,129, and 136 ms, are
farther from the boundary by 3.3, 4.6, and 6 mm, respec-
tively, than is the initial position �asterisk� of the tip trajec-
tory with tg=105 ms that is also shown for comparison.
These trajectories annihilate at the boundary.

With tg=105 ms, the tip trajectory changes its direction
abruptly and then disappears at the boundary �Fig. 5�A��.
When tg is increased to 122 ms �Fig. 5�B��, the trajectory
does not disappear at the boundary immediately but a new
petal, shown in bold, is formed first. With a further increase
in tg, this new petal gets closer to where the trajectory hits
the boundary. From Fig. 5�C�, the new petal moves until it
appears before the tip hits the boundary. In frame �D�, a new
spiral unit �bold� has been formed. The new spiral unit is
completely formed when tg=150 ms �Fig. 5�A��, as expected
from the definition of �v. The phenomenon of the creation of
a new petal repeats as we increase further the value of tg

above 150 ms. A new petal will be completely formed when
tg=195 ms, which gives a trajectory that starts �v=8.8 mm
farther from the boundary than the trajectory obtained with
tg=150 ms.

We show complementary results for 
i=70° in Fig. 6. The
trajectories were generated with the procedure in Appendix
B, with y0=−20 mm, c1=35, c2=33, 
=0.123 such that 
i
=70°. Following the same procedure as for 
i=120°, we find
in this case by trial and error two tip trajectories given by the
values tg=44 and tg=71 �Fig. 6�A��. Analogous to the case
with 
i=120°, the trajectory at the right in Fig. 6�A� is a
horizontal translation of the one at the left but with an extra
petal. In this case, the initial position �asterisk� of the tip
trajectory with tg=71 ms is �v=8.9 mm farther from the bot-
tom boundary than is the initial position �asterisk� of the
trajectory with tg=44 ms. Following the same reasoning as
in the previous example �
i=120° �, we take representative
values of tg� �44,71�. In Figs. 6�B�–6�D�, we show three
trajectories with intermediate values of tg equal to 52,60,
and 67 ms, respectively. These three trajectories have the
initial position �asterisk� of their trajectories, 2.7, 5.4, and
7.8 mm farther from the boundary compared to the initial
position of the trajectory given by tg=44.

In Fig. 6�A�, where tg=44 ms, the tip hits the boundary
and the spiral disappears. However, when tg is increased to
52 ms �Fig. 6�B��, the spiral wave gets reflected at the
boundary. Therefore, annihilation and reflection of the spiral
wave is observed with the same angle 
i. In Figs. 6�B�–6�D�,
the different responses of the tip trajectory at the boundary as
we change the value of tg are shown. For tg=71 ms �Fig.
6�A��, the distance from the initial position of the trajectory
to the boundary is farther �v=8.9 mm than the same distance
for the trajectory with tg=44 ms. Therefore, the response of
the trajectories with tg=44 and tg=71 ms is the same. In-
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FIG. 5. Spiral tip trajectories for 
i=120°, and
different values of tg. �A� tg=105 �left� and tg
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=105 ms �left� and tg=122,129, and 136 ms, re-
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the position along the trajectory where the tip hits
the boundary. Parameters as in Fig. 3.
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creasing the value of tg beyond 71 ms will repeat the ob-
served behavior in Figs. 6�B�–6�D�, which illustrates the pe-
riodicity with period 27 ms.

Annihilation of the spiral wave with 
i=120°, shown in
Fig. 5 and annihilation and reflection of the spiral with 
i
=70° shown in Fig. 6 for different values of tg, raises the
question as to which angles 
i is annihilation observed.
Moreover, are there particular values of 
i that are more fa-
vorable for annihilation to occur than others? Are there val-
ues 
i where annihilation does not occur? In Fig. 7, we show
the fraction FA�
i� of the spirals that are annihilated at the
boundary as a function of the incident angle 
i. In this graph,
we considered the range of angles from 20° to 160° in steps
of 10°. For each angle 
i, we have shown that there exists a
pair of parallel tip trajectories with values tg

1 and tg
2 such that

the difference in the initial positions of the two trajectories is
the distance �v=� sin 
i mm from the boundary. Therefore,
we sample 40–60 tip trajectories for each angle 
i with equi-
distant values of tg between tg� �tg

1 , tg
2�. In Fig. 7, we show

that for 
i� �20,50� and 
i� �150,160�, every spiral wave is
reflected at the boundary. There is thus a range of values 
i
� �50,150�, for which at least one spiral wave is absorbed at
the boundary. For 
i=120°, we find that all the trajectories
considered are absorbed by the boundary.

In order to understand the mechanisms that influence the
annihilation and reflection of the spirals, it is necessary to
understand the physical mechanisms occurring near the tip of

the spiral during the trace of a unit of trajectory. In the next
section, we present a study of the propagation of a wave
break to understand the shape of a spiral tip trajectory; the
same study will be helpful to understand why we obtain
annihilation and reflection of a spiral at a boundary. A ratio-
nalization of the results presented in Fig. 7 is considered in
Sec. VII after discussing the physical mechanisms involved
in annihilation and reflections of spiral waves at a boundary.

VI. ROLE OF EXCITABILITY IN CONTROLLING
REFLECTION AND ANNIHILATION AT THE BOUNDARY

The reflection and annihilation of spiral waves at a bound-
ary can be explained by considering the gate variable j
� �0,1� in the BR equations �Appendix A�. The variable j in
the BR model controls the reactivation of the sodium chan-
nels, responsible for the initiation of an action potential �AP�
�21�. The term m3hj controls the opening and closing of the
sodium gate, where at rest m�0, h�1, and j�1. At the
beginning of the AP, m approaches 1 on a very fast time
scale while h and j remain near 1, such that m3hj�1. At this
time, the ḡNa=gNam

3hj conductance is maximized, giving a
large influx of sodium ions which depolarizes the cell. How-
ever, after a few milliseconds, the inactivation variable h and
the reactivation variable j approach zero, so that m3hj�0,
and then the sodium conductance ḡNa�0, terminating the
depolarizing current. Another excitation is prevented until
the parameters h and j get close enough to 1. The reactiva-
tion parameter j sets the time when the medium is ready to
accept another AP. This suggests that when the tip of a spiral
hits the boundary, the spiral wave will be annihilated if the
gate variable has not sufficiently recovered at regions near to
the tip of the spiral wave so as to accept an AP.

In order to clarify this assertion, we present an analysis of
the propagation of an AP in one dimension and the response
to an external stimulus, following the study of Glass and
Josephson �41� for the propagation of a pulse on a ring. In
Fig. 8�A�, we show the propagation of a one-dimensional
�1D� AP from left to right, where V �solid line� and j �dashed
line� are plotted versus x. In this case, the initial propagating
pulse is generated by applying a stimulus current, Iapp, as
given in Eq. �B1�, with c1=100, c2=95, and 
=0 for the first
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millisecond. We apply a second stimulus for 1 ms at x0
=−47.5 �filled circle� after the first propagating pulse has
passed the location x0=−47.5.

The results of applying the stimulus at t*=280 ms and
t*=240 ms are summarized in Figs. 8�B�–8�E�, respectively.
The stimulus also has the form of Eq. �B1� with c1=50, c2
=45, and 
=0. In Figs. 8�B� and 8�D�, we show the plot of
V and j after the stimulus has been applied, at times t*
=280 ms and t*=240 ms, respectively. In both cases �Figs.
8�B� and 8�D��, the variable V attains a maximum and j
attains a minimum at x0 as a result of the stimulation. For the
case t*=280 �Fig. 8�B��, the stimulation occurred when j is
more than 98% recovered as shown by the value of j inside
the small box �Fig. 8�B�� close to x0. Due to the high recov-
ery level of the j gate close to the point where the stimulus is

applied, two new APs are generated symmetric about x0 �Fig.
8�C��, one that propagates in the direction of the original AP
and a second one going in the opposite direction, as indicated
by the bold arrows in Fig. 8�C� at a later time. A different
result is obtained when the stimulus is applied at t*
=240 ms �Fig. 8�D��. From Fig. 8�D�, the stimulation oc-
curred when the j variable is recovered within the range
75–95%, as shown by the values of j inside the small box
�Fig. 8�D�� next to x0. In this case, one AP in the opposite
direction to the original pulse is generated, as indicated by
the bold arrow in Fig. 8�E� some subsequent time. However,
an AP could not be generated in the same direction as the
original pulse �Fig. 8�E��. The reason is that at the region on
the left of x0, j is recovered above 95% and an AP propa-
gates, whereas on the right of the location stimulus, the gate
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FIG. 8. �A� Propagating pulse for the BR
model in 1D. gs=0.03, gNa=2.37 mS cm−2. V
�solid� and j �dashed� are plotted versus x at a
fixed time. A stimulus is applied at x
=−47.5 mm ��� at times �B� t*=280 and �D�
t*=240 ms. �B� The gate variable j is above 98%
recovered at the position at which the stimulus is
applied. �C� Response of the stimulus applied at
t*=280. Two new single pulses are generated
�bold arrows�. �D� The gate variable j has recov-
ered 75–85 %. �E� Only one AP was generated
with the stimulus �bold arrow�. The propagation
of the new AP in the direction of the original
pulse was blocked as j has not recovered com-
pletely; x and y are in mm.
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j is less than 75% recovered, blocking the propagation of an
AP.

The principle that an AP cannot be generated if j is not
completely recovered is applied to the present study of re-
flection and annihilation of spiral waves at a boundary. Re-
gions where the sodium channels are in the process of reac-
tivation �0� j�0.7�, can be considered as regions of low
excitability, whereas regions where the sodium channels are
activated �j�0.96� can be considered as regions of high ex-
citability. In Fig. 4�A�, we have noted the increase in excit-
ability along a unit of trajectory that increases from the arc
portion �points a and b� to the petal portion �points c and d�.
We thus qualitatively relate the increase in excitability with
an increase in the curvature of a unit of trajectory. It is im-
portant to distinguish between the curvature of the tip trajec-
tory and the curvature of the spiral front as emphasized by
Efimov et al. �5�.

The complex dynamics of the interaction of a spiral wave
with a boundary is shown for reflection in Fig. 9 and for
annihilation in Fig. 10. Both graphs are for 
i=80° with tg
=68 ms for Fig. 9 and 56 ms for Fig. 10. We show in these
figures contour plots of the recovery variable j. The white
region is where the j gate is at least 85% recovered and into
which an action potential can propagate. The other colored
areas denote different levels of the reactivation variable j
where the widest colored area denotes a recovery of at most
20%, which means that the gate j is essentially closed. The
narrower bands are intermediate levels of recovery as shown
on the figures. The black dot filled in white denotes the lo-
cation of the tip of the spiral.

The spiral tip trajectory in Fig. 9 starts at the point with
coordinates x�−14 and y�−11 mm, and moves towards the

upper boundary with 
i=80°. In Fig. 9�A�, the tip of the
spiral is located at a petal. It propagates into the white region
which is at least 85% recovered. In Fig. 9�B�, the tip gets
very close to the boundary where it is located on the fourth
petal shown which is deformed relative to the petals far from
the boundary. The front propagates within a region that is
highly excitable. However, the tip of the spiral cannot form a
high curvature trajectory as in Fig. 9�A� due to the presence
of the preceding propagating wave �5�. In Fig. 9�C�, the tip
of the spiral is at its closest approach to the boundary of the
medium. The front next to the tip of the spiral continues to
propagate as the region ahead of it is recovered and the spiral
is reflected at the boundary as is shown in Fig. 9�D�. In Fig.
9�C�, when the region near the tip gets excited resulting in a
deformation of the tip trajectory at the boundary, the front
propagating in this region encounters the waveback �42� of
the previous excitation of the spiral. The waveback is the fast
transition in voltage that occurs during the repolarization of a
propagating wave. The propagation of the new front near the
tip in Fig. 9�D� is in a region of low excitability, character-
istic of an arc of the unit of a trajectory. The front has
reached the waveback of the preceding propagating wave
and as a consequence, the angle of the line along which the
petals lie is changed.

An example of spiral annihilation is shown in Fig. 10 for

i=80° and tg=56 ms. In Fig. 10�A�, the spiral tip is in a
region that is not completely recovered and the tip of the
spiral wave propagates into the white recovered region and
the tip traces a curve with a large curvature, which is a petal.
In Fig. 10�B�, the tip of the spiral is very close to the bound-
ary and is propagating in a region that is not recovered. The
spiral wave is reflected as shown in Fig. 10�C� as the excit-
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FIG. 9. �Color online� Reflection of a spiral
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of the spiral for that specific time; x and y are in
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ability is insufficient to cause recovery. In Fig. 10�D�, the tip
disappears at the boundary and the spiral wave motion is
annihilated.

Our results are in part consistent with the work by Yerma-
kova and Pertsov �18� who observed that the curvature of a
circular spiral tip trajectory increased as the tip approached
the boundary. The immediate consequence of the interaction
between a tip trajectory and a boundary is an increase in the
curvature in the tip trajectory. When the increase of the cur-
vature of a tip trajectory near the boundary is insufficient to
change its direction, then annihilation is obtained.

VII. RATIONALIZATION OF THE FRACTION OF
TRAJECTORIES ANNIHILATED, FA(�i), FIG. 7

Figure 7 shows the variation of the fraction of trajectories
annihilated versus the incident angle 
i. For each value of 
i,
a set of spirals are prepared for different values of tg
� �tg

1 , tg
2� as discussed in connection with Figs. 5 and 6. These

spiral waves for fixed 
i hit the boundary with a unit of
trajectory oriented in a way that depends on tg. Some hit the
boundary with a petal and others with an arc. The fraction of
each kind of collision in the ensemble with tg� �tg

1 , tg
2� de-

pends on 
i. It was shown in the previous section that anni-
hilation was due to the incomplete recovery of the j variable
in regions where the front has to propagate in order to stay
inside the domain as shown in Fig. 10. From this observa-
tion, we suggest that when annihilation occurs, the intersec-
tion of the tip trajectory with the boundary takes place at an
arc of a unit of a spiral. This is anticipated, as the propagat-

ing region near the tip is less recovered when the tip is lo-
cated at an arc as shown in Fig. 4�A�.

In Fig. 11�A�, we show the features of the tip trajectory at
the boundary for a set of spirals for different 
i that hit the
boundary with an arc and get annihilated. This behavior is
compared with the tip trajectories that get reflected as shown
in Fig. 11�B�. In this case, the trajectories hit the boundary
with an arc, such as for 
i=140° or with a petal as for 
i
=70° and 
i=80°. For some other angles such as 
i=110°
the orientation of the unit of trajectory is ambiguous. From
Fig. 11�B�, it is clear that interaction with an arc does not
imply annihilation. For 
i=140° in Fig. 11�A�, the tip hits the
boundary with a very early stage of an arc �shown in bold�
giving annihilation. For the same angle in Fig. 11�B�, the tip
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ral for 
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hits the boundary when it is located at a later stage in the arc
�shown in bold�, giving reflection. Presumably, the excitabil-
ity for this trajectory is just sufficient for the spiral to propa-
gate, as illustrated in Fig. 4�A�. This is consistent with the
studies done by Efimov et al. �5� where they show that the
threshold of excitation takes its largest value at the beginning
of an arc and gradually decreases until it reaches a minimum
value at a petal, increasing the chance of excitation. Bound-
ary effects at later stages of the arc of a unit of trajectory are
more effective at deforming the tip trajectory than at the
beginning of the arc with low excitability.

We divide the variation of FA�
i� versus 
i in Fig. 7 into
four intervals: �i� 
i�50° and FA�
i�=0; �ii� 
i
� �50° ,120° � with FA�
i� increasing to a maximum at 
i
=120°; �iii� 
i� �120° ,150° � with FA�
i� decreasing to zero;
and �iv� 
i�150° with FA�
i� � 0. When 
i�50°, the spiral
tip generally hits the boundary with a petal portion or with a
very late stage of the arc portion of the spiral unit of trajec-
tory and no annihilation occurs. A representative example is
given by the trajectory with 
i=40° in Fig. 11�B�. In this
case, 
i and the length of the arc are small enough, such that
it is not possible to touch the boundary with an arc as a petal
is suddenly formed and interaction takes place only with a
petal. When the tip hits the boundary with a petal, reflection
of the tip is observed as discussed in Sec. VI for Fig. 9.

For 
i� �50° ,120° �, the probability that the spiral is an-
nihilated at the boundary increases as 
i increases. For 
i
�50°, the tip hits the boundary with the later stages of an arc
and not with an early part, due to the orientation of the petals
which face the boundary as shown in Fig. 11�A�. Thus, in
this case it is not possible to get an interaction of the tip
trajectory with the boundary with an early portion of an arc.
For 
i�120°, the tip can hit the boundary with an early or a
later arc portion of a spiral unit. Thus, there is a higher prob-
ability for the tip to hit the boundary, when the tip is located
at an arc, for 
i�120° compared to 
i�50°. Because the
probability of annihilation increases when the tip is located
at an arc, it gives the increasing dependence of FA�
i� on 
i
for 
i� �50° ,120° � in Fig. 7.

It is useful to compare the results in Fig. 9 with the results
discussed earlier in Fig. 5, also for 
i=120°. Here, annihila-
tion of the spiral wave occurs regardless of the portion of the
arc that hits the boundary. In Fig. 5�A�, annihilation of the
spiral occurs because the two trajectories hit the boundary at
early stages of an arc, when j is less recovered �Fig. 4�A��.
Although the curvature of the trajectory increases near the
boundary, the deformation of the tip trajectory is insufficient
to cause reflection of the spiral. In Fig. 5�B� with tg
=122 ms, the trajectory moves to the left almost parallel to
the boundary owing to the presence of the boundary, and the
medium ahead of the wave can be activated and a petal is
formed. At the end of the petal �end of the bold line in Fig.
5�B��, the region where the front needs to propagate to re-
main inside the domain is now at its maximum level of re-
fractoriness �Fig. 4�A�� as a new petal has just formed lead-
ing to the annihilation of the spiral. The same explanation
applies for tg=129 and 136 ms shown in Figs. 5�C� and
5�D�, respectively.

Although both trajectories annihilate, the trajectory for
tg=122 ms has an extra petal when compared with the one

for tg=105 ms. A trajectory exists for tg� �105° ,122° � such
that the tip trajectory drifts parallel to the lower boundary. In
this case, the spiral degenerates into a wave break propagat-
ing parallel to the boundary. For tg� �120° ,150° �, FA�
i� is
decreasing in 
i. In this case, the interaction between the tip
trajectory and the boundary takes place with an arc only.

As discussed at the end of the previous section and from
�18�, the effects of the boundary on a tip trajectory are re-
flected in an increase in the curvature of a tip trajectory. The
reflection observed for 
i=140° in Fig. 11�B� shows that the
interaction of the tip and the boundary occurs when the tip is
at a later stage of a petal which is associated with a more
excitable medium as illustrated in Fig. 4�A�. The increase in
curvature of the tip trajectory is enough to change the direc-
tion of the trajectory avoiding annihilation. For the annihila-
tion observed for 
i=140° in Fig. 11�A�, the interaction be-
tween the tip trajectory and the boundary occurs at an earlier
stage of the petal than in the case where reflection is ob-
served. In this case, the medium is less excitable than in the
case of reflection for this same angle. Here, there is also an
increase in the curvature of the tip trajectory due to boundary
effects. However, in this case the change of curvature was
less effective as the propagating region was less excitable
than for the reflection case. Therefore, annihilation is ob-
tained. It is clear that when 
i is increased the supplementary
angle 
s=180°−
i is reduced. As 
s gets smaller, the increase
of curvature on the tip trajectory due to the presence of the
boundary facilitates more the effect of reflection. This is due
to the fact that for smaller 
s a smaller change of direction of
the tip trajectory is needed to keep the trajectory inside the
domain. Therefore, FA�
i� is decreasing in 
i� �120,150�.
The increase in curvature of the tip trajectory near the bound-
ary is not as effective as for 
i� �50° ,120° �. In this case,
the incident angle 
i is small enough such that in order to
keep the trajectory inside the domain it is necessary to have
a very strong change in the direction of the tip trajectory.

Finally, when 
i�150°, the supplementary angle 
s is too
small and the increase of the curvature of the tip trajectory
near the boundary is enough to redirect the spiral so that
reflection occurs and FA�
i�=0. In this case, all the interac-
tions between the tip trajectory and the boundary occur with
an arc for which the excitability is low and there is no anni-
hilation.

A. Reflection of spiral waves in the Fitzhugh-Nagumo model

It is of considerable interest to compare the results for the
BR model with analogous results for the Fitzhugh-Nagumo
model. The interaction of the spiral tip with a boundary on
the square domain �−10,10�� �−10,10� was considered with
the FHN model �11�

�u

�t
=

�2u

�x2 +
�2u

�y2 +
1

�
u�1 − u��u −

v + b

a
� ,

�v
�t

= u − v , �3�

where a=0.63, b=0.05, and �=0.02 such that spiral waves in
the R� limit are generated. Examples of tip trajectories are
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shown in Fig. 12, where the tip trajectories with the incident
angles 
i=118°, 199°, 68°, and 45° are shown. A large num-
ber of trajectories were considered for each angle and only
reflection at the boundary was observed. This is because the
recovery process for the FHN model is relatively faster than
in the BR model, reflected by the fact that the ratio of the
lengths of arc to petal portions of a unit of trajectory is
smaller for the FHN model than for the BR model. Thus the
difference in the behavior is due to the higher levels of ex-
citability for the FHN model in the region where the tip of
the spiral propagates.

The variable v in the FHN model is the recovery variable
and plays a role analogous to j in the BR model. The value
of v in the region ahead of the propagating front near the tip
is in the interval v� �0.02,0.05� while the tip traces a petal.
The spiral wave in this instance propagates into a region of
high excitability except at the beginning of an arc. For v
� �0.05,0.1�, which corresponds to a lower excitability, the
tip is located on the last part of the petal or for an arc. The
value of v� �0.05,0.1� lasts a very short time, giving a short
length of the arc. Therefore, the probability of the interaction
between the spiral and the boundary when the tip is located
at an arc is small due to the fast recovery of the v variable.
Thus, the probability of hitting the boundary with a petal for
the FHN model is very high. Boundary effects in all cases for
the FHN model deviate the spiral wave and reflection is ob-
served.

VIII. SUMMARY

In this work, the phenomenon of annihilation and reflec-
tion of a spiral wave at a boundary for the Beeler-Reuter
model, was considered. The R� limit for which the petals of
the tip trajectory lie on a straight line was studied numeri-
cally in detail. The results obtained with the R� limit can
provide an understanding of annihilation and reflection when
R is finite.

We have shown that annihilation of the spiral depends
strongly on the angle of incidence 
i with respect to the
boundary. The fraction of spirals that are annihilated for a
given angle shown in Fig. 7 is one of the main results of this
work. We have interpreted the results in Fig. 7 with an analy-
sis based on the recovery gate j. This variable is responsible
for the local reactivation of the Na channels and a lack of

recovery will forbid the activation of an AP at such location.
We have discussed how the different angles of incidence of
the spiral tip trajectories affect the way the tip interacts with
a boundary.

The analysis presented in this work bridges a couple of
observations about simple rotation. For simple rotation, the
spiral wave annihilates when the tip hits the boundary as
shown by Krinsky et al. �40�. However, the studies presented
by Yermakova and Pertsov �18� show that if the circular
trajectory is close enough to the boundary an increase in the
curvature is observed. From the studies presented in this pa-
per, the results in �40,18� correspond to annihilation and re-
flection of the wave, respectively, with the corresponding
arguments as discussed in Sec. VI. The present study sug-
gests that simulations with other ionic models would be of
considerable interest so that some general physical principles
on annihilation and reflection might be deduced.

The dynamics of the j variable near the boundary shown
in this paper play a very important role when a spiral wave
interacts with an anatomic obstacle �9,29�. It has been ob-
served from the numerical simulations that a spiral wave in
the presence of an obstacle of some minimum size anchors to
the obstacle �9,29�. In the same way, it has been observed
that annihilation of a spiral wave occurs at a boundary of
isolated tissue �9�. The results presented in this work extend
these ideas to the possibility of the avoidance of attachment
of the spiral to an obstacle and the annihilation of the spiral
at the boundary.
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APPENDIX A: BEELER-REUTER EQUATIONS

The Iion currents in Eq. �2� satisfy

Ik1
= 1.4	 exp�0.04�V + 85�� − 1

exp�0.08�V + 53�� + exp�0.04�V + 53��

+ 0.07	 V + 23

1 − exp�− 0.04�V + 23��
 , �A1�

Ix1
= 0.8x1	 exp�0.04�V + 77�� − 1

exp�0.04�V + 35�� 
 , �A2�

INa = �gNam
3hj + gNaC��V − ENa� , �A3�

ICa = gsfd�V + 82.3 + 13.0287 ln�Ca2+�� , �A4�

where gNa=4 mS cm−2, gNaC=0.003 mS cm−2, ENa=50 mV,
and gs=0.09 mS cm−2. In this case, the ionic calcium
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FIG. 12. Spiral tip trajectories for the FHN model given by Eq.
�3� with a=0.63, b=0.05, and �=0.02. The incident angle is equal
to �A� 118°, �B� 100°, �C� 68°, and �D� 45°. For all the incident
angles 
i considered, only reflection was observed; x and y are in
mm.
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concentration �Ca2+� in the cytosol �Eq. �A4�� satisfies

d�Ca2+�
dt

= − 10−7ICa + 0.07�10−7 − �Ca2+�� . �A5�

The variables x1, m, n, j, d, and f are called gating variables
and they are voltage and time dependent. They take values
between zero and one. Each gating variable satisfies an ODE
of the form

dX

dt
=

X� − X

	X
, �A6�

where X=x1, m, n, j, d, and f . X� and 	X are given by

X� =

X


X + �X
, 	X =

1


X + �X
, �A7�

where


X,�X =
CX

1eCX
2 �V+CX

3 � + CX
4�V + CX

5�

eCX
6 �V+CX

3 � + CX
7

, �A8�

and the constants CX
i , i=1,7, can be found in �5�.

APPENDIX B: INITIAL CONDITIONS USED TO
GENERATE SPIRAL WAVES

To generate an initial condition, the variables in the BR
model took initially the values given by the steady state in
the standard BR equations with the original parameters �5�,
i.e., x1=0.0056, m=0.011, h=0.99, j=0.97, d=0.003, f =1,
and �Ca�=1�10−7. A propagating front in the positive x di-
rection that evolves into a spiral wave is generated by apply-
ing for the first millisecond a stimulus current of the form

Iapp�x,y� = �80��1 + exp�2.5��x + 
y� − c1���
−2

− ��1 + exp�2.5��x + 
y� − c2��
−2� , x � 0

0, x � 0,

�B1�

with c1=30 and c2=25. We choose in the first instance 

=0, so there is no y dependence in Eq. �B1�. The shape of
Iapp vs x for these parameters is almost a square pulse with a
width defined by the two roots of Iapp=0.5, at x1=−22 and
x2=−30.5 as shown by the horizontal parallel lines in Fig.
13�A�. We integrate Eqs. �2�, �A5�, and �A6� to time tg
=100 ms and the AP propagates in the positive x direction.
For a subsequent time equal to �tg=20 ms, the conductances
gNa and gS are taken to be zero over the region 
x�y−y0
delimited by the line y=−20. Thus, at time t= tg+�tg
=120 ms the pulse is as shown by the shaded region bounded
by y=−20, where the conductances gNa and gS are restored to
their original values. The result is a localized front with a
free end propagating in the positive x direction, where this
propagating front evolves into a spiral wave.

For the R� case, we generate a spiral solution with a tip
trajectory that has an incident angle 
i, as discussed in the
previous paragraph with gNa=2.37 mS cm−2, gS
=0.003 mS cm−2, and N=542 points in each dimension. It

turns out that the angle of incidence obtained for this spiral is

i=63°, and the trajectory of the tip of the spiral is shown in
Fig. 13�A�. The formation of the spiral wave it follows from
the propagation of this wave break and the excitability of the
medium.

Spiral tip trajectories with incident angle �i

In order to construct spirals such that their trajectories hit
the boundary with a particular incident angle 
i�63°, it is
necessary to rotate Iapp and y�y0 in the �x ,y� plane, and
modify c1, c2, y0, and tg, depending on 
i. Rotation of Iapp for
a particular 
i is obtained by taking 
=tan�


i−63°
180° �� in Eq.

�B1�. Thus for 
i=120°, 
=1.53 and Iapp=0.5 gives the lin-
ear relationship between x and y as shown by the parallel
lines at the left lower corner of Fig. 13�B�. The values of c1,
c2, y0, and tg are chosen by trial and error, in order to get a
trajectory to hit the lower boundary. Once the values of c1,
c2, y0, and tg are found for each angle, we change only one of
the two parameters, tg or y0, in order to generate all the
trajectories for that specific angle. For 
i=120°, c1=75, c2
=72, y0=0 mm, and tg=150 ms. The conductances are taken
as zero at the region x�

y
1.53 . A front with a free end �shaded

region� evolves into a spiral that hits the lower boundary
with a tip trajectory having 
i=120°.
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FIG. 13. Scheme used to generate a tip trajectory with incident
angle �A� 
i=63°, and �B� 
i=120°. See the text for details.
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